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a b s t r a c t

A new matched alternating direction implicit (ADI) method is proposed in this paper for
solving three-dimensional (3D) parabolic interface problems with discontinuous jumps
and complex interfaces. This scheme inherits themerits of its ancestor for two-dimensional
problems,while possesses several novel features, such as a non-orthogonal local coordinate
system for decoupling the jump conditions, two-side estimation of tangential derivatives
at an interface point, and a new Douglas–Rachford ADI formulation that minimizes the
number of perturbation terms, to attack more challenging 3D problems. In time discretiza-
tion, this new ADI method is found to be of first order and stable in various experiments. In
space discretization, the matched ADI method achieves the second order accuracy based
on simple Cartesian grids for various irregularly-shaped surfaces and spatial–temporal
dependent jumps. Computationally, the matched ADI method is as efficient as the fastest
implicit scheme based on the geometrical multigrid for solving 3D parabolic equations, in
the sense that its complexity in each time step scales linearly with respect to the spatial
degree of freedom N , i.e., O(N). Furthermore, unlike iterative methods, the ADI method is
an exact or non-iterative algebraic solver which guarantees to stop after a certain number
of computations for a fixed N . Therefore, the proposed matched ADI method provides a
very promising tool for solving 3D parabolic interface problems.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Parabolic interface problems are a large class of problemsmodeling the change of a physical or biological quantity across
a material interface. Numerous prize-winning models, such as the Pennes model for magnetic fluid hyperthermia therapy
of human cancers [1], the time-dependent Poisson–Boltzmann equation for simulating electrostatics on biomolecules
immersed in water phase [2,3], and the cable equation for studying action potential propagating in active human cardiac
tissues [4], can all be categorized to this class of interface problems. A typical parabolic interface problem involves a parabolic
partial differential equation (PDE) for a function u

∂u
∂t

= ∇ · (α∇u) + f , inΩ ⊂ R3, (1)

with a proper boundary condition prescribed for u on the boundary ∂Ω . The finite domain Ω is assumed to be split by
a closed interface, Γ = Ω+

∩ Ω−, into two subdomains, Ω = Ω+
∪ Ω−. Here u(x⃗, t) is a 3D function of interest with
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x⃗ = (x, y, z). The diffusion coefficient α is discontinuous across the interface Γ , and f (x⃗, t) is the source which may be even
singular across the interface. On the interface Γ , jump conditions

[u] := u+
− u−

= φ(x⃗, t) and [αun] := α+
∇u+

· n⃗ − α−
∇u−

· n⃗ = ψ(x⃗, t), (2)

relate the solution u on both sides of the interface Γ . In (2), n⃗ is the unit outer normal direction, and the superscripts, − and
+, denote the limiting values of a function from one side or the other of the interface.With the nonhomogeneous terms φ and
ψ being spatially and temporally dependent, (2) takes a quite general form, while for many relatively simple applications,
φ = ψ = 0.

The exact solutions of (1)–(2) are not available, especially when the interface Γ is irregularly shaped, while the
numerical solutions of parabolic interface problems are highly nontrivial in 3D, with two major bottlenecks being the
accuracy and efficiency. In terms of accuracy, the standard numerical treatments are known to perform poorly for delivering
accurate approximations, or even fail to converge, if the jump conditions (2) are not treated appropriately in the numerical
formulation. This calls for specific treatments to incorporate the jump conditions into the numerical formulation. By using
body-fitted grids, the enforcement of jump conditions has been studied in many finite element and finite volume methods
[5–9]. By using a Cartesian grid, jump conditions are more difficult to be satisfied because the interface cuts the grid lines
arbitrarily and the normal direction is usually not along the Cartesian directions. The immersed interfacemethod (IIM) [10] is
known to be one of the most successful Cartesian grid methods for general interface problems. It achieves the second order
of accuracy by rigorous imposing jump conditions in finite difference discretization via local Taylor expansions. Several
successful IIM methods have been developed for parabolic problems [11–15].

The efficiency is especially concerned for solving the parabolic PDE (1) in steady state simulations and applications with
long time evolution. In such problems, an implicit time stepping is indispensable so that a larger time increment1t or fewer
time steps can be employed to save the CPU time. Nevertheless, a linear system has to be solved in every time step in an
implicit integration. For 3D problems to be studied in this paper, the computational complexity in solving linear systems is
more crucial than that of lower-dimensional problems, because a large spatial degree of freedom N is usually attained for
a coarse mesh. By using a generic iterative solver, a typical complexity in solving the sparse systems of various interface
schemes is of the order N2, i.e., O(N2). The acceleration could be achieved with a proper preconditioner or a geometric
multigridmethod [16]. Nevertheless, due to special interface treatments, the formulation of the restriction and prolongation
in a multigrid cycle is far away from trivial for interface problems. A major achievement in this area is the multigrid IIM
method developed by Adams and Li [11], which scales as O(N) computationally.

However, in all iterativemethods, the iterations become inevitably longer for algebraic systemswith extremely large sizes
or very high condition numbers, due to the nature of iterative algorithms. For such challenging problems, an exact algebraic
algorithm becomes more desirable, because the exact solver guarantees to stop with a fixed number of steps for a given N .
The alternating direction implicit (ADI) methods [17–19], which solve a multi-dimensional parabolic PDE by converting a
multidimensional system to multiple sets of independent one-dimensional (1D) systems, can be regarded as exact solvers
from the algebra point of view. Furthermore, for Cartesian grid finite differencemethods, the 1D ADI systems are tridiagonal
and can be efficiently solved by using the Thomas algorithm [20]. As a consequence, the ADI finite difference method is as
efficient as iterative multigrid methods with complexity O(N), while being an exact algebraic solver. However, without an
interface treatment, the central difference approximation is subject to an accuracy reduction in solving parabolic interface
problems [2,3], while themulti-dimensional Cartesian grid interface treatments [11–15]may not be realized in a 1Dmanner.

This motivates the development of several interface schemes [21–26] which aim to maintain the efficiency and stability
of the ADI methods, while restoring the accuracy to the second order near the interface. The first rigorous interface method
is the IIM-ADI method introduced by Li and Mayo [22], in which the jump conditions (2) take a simpler form with α = 1.
The IIM-ADI method enforces the nonzero function and derivative jumps by introducing correction terms on the right hand
sides of the 1D linear systems, without altering the central difference operators. Thus, the dimension decomposition can
be simply conducted and the resulting IIM-ADI method has been applied to several problems [24,25]. For physical jump
conditions involving material coefficient α inside the jumps, the construction of the IIM-ADI scheme through correction
terms is intractable [23].

To treat the general jump conditions (2) with α being a piecewisely-defined constant, a completely different strategy
has been introduced in the matched ADI method for solving two-dimensional (2D) heat equations [21,26], in which a tensor
product decomposition of 2D jumpconditions is carried out to generate 1D jumpconditions along x and ydirections. These 1D
jump conditions can then be enforced via the matched interface and boundary (MIB) scheme [27–30] in the ADI framework,
and a fast algebraic algorithmhas been developed to solve the resulted perturbed tridiagonal linear systemwith a complexity
of O(N). Both Douglas [26] and Peaceman–Rachford [21] ADI schemes have been studied, and a spatial second order of
accuracy is numerically confirmed.

The goal of this work is to develop a matched ADI method for solving 3D parabolic interface problems. However, such
a development faces many new challenges, which require novel numerical schemes for handling much more complicated
interfaces and jump conditions. In particular, generalizing the tensor product decomposition of jump conditions from 2D
to 3D is highly non-trivial, because the interface is now a surface, which is geometrically more complicated. Moreover, in
the existing matched ADI schemes [21,26], the MIB corrections depend on function values at different time levels so that
the spatial approximation is affected by the temporal error. When generating to 3D, an ADI design with less perturbation
errors becomes a pressing issue in the presence of such spatial–temporal error interference. To overcome these difficulties,
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several major improvementwill be conducted in this paper in developing a 3Dmatched ADImethod: (i) In contrast to the 2D
schemes [21,26], one grid line is allowed to intersect the interface more than twice in the proposed 3D scheme. This effort is
obviously necessary for handling complex interfaces with fast changing curvature. (ii) The proposed 3D method estimates
the tangential derivative from both sides of the interface, based on the local curvature of the interface, so that the numerical
estimation accuracy is well maintained. (iii) More importantly, a non-orthogonal local coordinate system is proposed to
decompose the 3D interface jump conditions, so that all tangential derivatives can be approximated in a 2D manner. If a
local orthogonal coordinate is employed as in the usual 3DMIB scheme [27], tangential derivative approximations are of 3D
nature and become far more complicated. (vi) Finally, appropriate treatments are employed to reduce the computational
cost and to maintain the convergence rate and stability.

The rest of this work is organized as follows. Section 2 is devoted to new numerical treatments of the proposed 3D
matched ADI method. The convergence test of the proposed method will be examined numerically in Section 3, which is
followed by the conclusions and future developments presented in Section 4.

2. Theory and algorithm

Consider an arbitrarily shaped dielectric interface Γ enclosed within a cubic domain Ω ⊂ R3. The interface Γ is
analytically determined as the zero level set of a given function S(x, y, z), i.e., S(x, y, z) = 0. We assume a uniform grid
partitionwithmesh size,1x = hx,1y = hy and1z = hz , resulting inNx,Ny, andNz grids in x, y, and z directions, respectively.
Being aware of the complex shape of the 3D interface Γ , the grid line is allowed to cross the interface Γ more than twice.
Moreover, the temporal domain is partitioned with uniform time increment 1t , and the notation um

i,j,k = u(xi, yj, zk, tm) is
utilized to denote the value of unknown function on grid (xi, yj, zk) at time step tm.

2.1. ADI semi-discretization

A Douglas–Rachford ADI method [17–19] will be constructed for solving the parabolic PDE (1). For a piecewise constant
α, we first rewrite (1) as

1
α

∂u
∂t

=
∂2u
∂2x2

+
∂2u
∂2y2

+
∂2u
∂2z2

+
f
α
, inΩ−

∪Ω+, (3)

which allows an easier numerical formulation for temporal discretization, while being equivalent to (1), subject to the same
jump conditions (2). Applying the first order Douglas–Rachford ADI method on Eq. (3) yields(

1
α

−1t
∂2

∂x2

)
u∗

i,j,k =

(
1
α

+1t
(
∂2

∂y2
+
∂2

∂z2

))
um
i,j,k +

1t
α

f m+1
i,j,k ,(

1
α

−1t
∂2

∂y2

)
u∗∗

i,j,k =
1
α
u∗

i,j,k −1t
∂2

∂y2
um
i,j,k, (4)(

1
α

−1t
∂2

∂z2

)
um+1
i,j,k =

1
α
u∗∗

i,j,k −1t
∂2

∂z2
um
i,j,k,

where u∗ and u∗∗ are two intermediate values. Noticing that the ADI formula (4) is derived from the implicit Euler method

um+1
i,j,k − um

i,j,k

α1t
=
∂2

∂x2
um+1
i,j,k +

∂2

∂y2
um+1
i,j,k +

∂2

∂z2
um+1
i,j,k +

f m+1
i,j,k

α
. (5)

To see this, one can eliminate u∗ and u∗∗ in (4), which gives rise to(
1
α

−1t
∂2

∂x2

)(
1
α

−1t
∂2

∂y2

)(
1
α

−1t
∂2

∂z2

)
um+1
i,j,k =

1
α3 u

m
i,j,k −1t3

∂2

∂x2
∂2

∂y2
∂2

∂z2
um
i,j,k

+
1t2

α

(
∂2

∂x2
∂2

∂y2
+
∂2

∂x2
∂2

∂z2
+
∂2

∂y2
∂2

∂z2

)
um
i,j,k +

1t
α3 f

m+1
i,j,k . (6)

Reorganizing the terms in (6), we have

um+1
i,j,k − α1t

(
∂2

∂x2
+
∂2

∂y2
+
∂2

∂z2

)
um+1
i,j,k = um

i,j,k +1tf m+1
i,j,k

− α21t2
(
∂2

∂x2
∂2

∂y2
+
∂2

∂x2
∂2

∂z2
+
∂2

∂y2
∂2

∂z2

)
(um+1

i,j,k − um
i,j,k) + α31t3

∂2

∂x2
∂2

∂y2
∂2

∂z2
(um+1

i,j,k − um
i,j,k). (7)

Since the difference (um+1
i,j,k − um

i,j,k) is on the order of 1t , last two terms on the right hand side of (7) are higher order
perturbation terms. After dropping them, (7) is simply (5). Thus, the temporal order of the Douglas–Rachford ADImethod (4)
is one, which is the same as the implicit Euler scheme (5). Computationally, the Douglas–Rachford ADI scheme is superior to
the implicit Euler scheme for the efficiency consideration, because one only needs to solve 1D problems in (4), which leads
to a faster and easier-to-implement numerical scheme.
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2.2. Spatial discretization of the 3d matched ADI method

The spatial derivatives in (4) or (5) will be approximated by the finite difference operators δxx, δyy and δzz , which must be
treated with great caution due to the presence of the interface Γ . Standard central difference formula

∂2

∂x2
um+1
i,j,k ≈ δxxum+1

i,j,k :=
1
1x2

(um+1
i−1,j,k − 2um+1

i,j,k + um+1
i+1,j,k),

∂2

∂y2
um+1
i,j,k ≈ δyyum+1

i,j,k :=
1
1y2

(um+1
i,j−1,k − 2um+1

i,j,k + um+1
i,j+1,k), (8)

∂2

∂z2
um+1
i,j,k ≈ δzzum+1

i,j,k :=
1
1z2

(um+1
i,j,k−1 − 2um+1

i,j,k + um+1
i,j,k+1),

can be adopted at the nodes which are far away from Γ (they are called regular nodes), while finite difference formula
(8) must be modified in order to rigorously impose the jump conditions (2) into the numerical formulation at the nodes
close to the interface Γ (they are called irregular nodes). The matched ADI method corrects δxx, δyy and δzz in two major
stages [21,26]. First, a tensor product decomposition is conducted to transfer 3D jump conditions (2) into 1D ones along
Cartesian directions, i.e., [αux] = ψx, [αuy] = ψy, and [αuz] = ψz , where we denote ux =

∂u
∂x . Second, one enforces the 1D

jump conditions in each alternating direction of the ADI algorithm via the matched interface and boundary (MIB) scheme
[27–30].

2.2.1. Local coordinate and non-orthogonal tangential directions
A tensor product decomposition of jump conditions will be conducted at every necessary interface point. Denote

(xΓ , yΓ , zΓ ) a general intersection point formed by the interface Γ and one Cartesian grid line. Note that one Cartesian grid
line has two fixed coordinate values. For instance, consider a y grid line with x = xi and z = zk, where xi and zk are multiples
of1x and1z. The interface point is then (xi, yΓ , zk), where yΓ is assumed to be an arbitrary value satisfying yj−1 ≤ yΓ ≤ yj.
At this particular interface point, we need to generate a new 1D jump condition [αuy] = ψy. Similarly, at every interface
point (xΓ , yΓ , zΓ ), one needs to construct a new 1D jump condition. This procedure is demonstrated in y-direction, and the
treatments in the other two directions are similar.

A local coordinate is introduced first. At the interface point IPY(xi, yΓ , zk), the outward normal direction n⃗ = (nx, ny, nz)
can be determined by the level set function S(x, y, z). Denote a local coordinate (ξ, η, ζ ) with ξ varying along n⃗ and η and
ζ being two tangential directions. Non-orthogonal tangential directions will be constructed in the local coordinate so that
approximations to the tangential derivatives can be conducted in a 2D Cartesian grid plane, instead of a 3D space, in the
tensor product decomposition. This new idea considerably simplifies the proposed algorithm.

The tangential plane through the interface point IPY(xi, yΓ , zk) can be represented as

nx(x − xi) + ny(y − yΓ ) + nz(z − zk) = 0. (9)

We formulate η and ζ by intersecting this tangential plane with the place x = xi and z = zk, respectively, (see Fig. 1)

nyy + nzz = nyyΓ + nzzk, and x = xi, (10)
nxx + nyy = nxxi + nyyΓ , and z = zk. (11)

After choosing a positive direction appropriately, we can define two unit directions on these two intersection lines by

η =

⎛⎝0,
nz√

n2
y + n2

z

,−
ny√

n2
y + n2

z

⎞⎠ and ζ =

⎛⎝ ny√
n2
x + n2

y

,−
nx√

n2
x + n2

y

, 0

⎞⎠ ,
as shown in Fig. 1. The local coordinate system (ξ, η, ζ ) at the interface point IPY can be related to the global xyz coordinate
system by a transformation matrix P[

ξ

η

ζ

]
= P

[x
y
z

]
. (12)

In the y-direction, the transformation matrix Py is provided by

Py =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

nx ny nz

0
nz√

n2
y + n2

z

−
ny√

n2
y + n2

z

ny√
n2
x + n2

y

−
nx√

n2
x + n2

y

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (13)
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Fig. 1. Non-orthogonal tangential directions η and ζ . Here at an interface point with the normal direction ξ (red), η and ζ are determined by intersecting
the tangential plane (turquoise) with the place x = xi (yellow) and z = zk (mauve), respectively. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Similarly, one can construct the transformation matrix Px in the x-direction

Px =

⎡⎢⎢⎢⎢⎢⎢⎣

nx ny nz

nz√
n2
x + n2

z

0 −
nx√

n2
x + n2

z
ny√

n2
x + n2

y

−
nx√

n2
x + n2

y

0

⎤⎥⎥⎥⎥⎥⎥⎦ , (14)

and Pz in the z-direction

Pz =

⎡⎢⎢⎢⎢⎢⎢⎣

nx ny nz

0
nz√

n2
y + n2

z

−
ny√

n2
y + n2

z

nz√
n2
x + n2

z

0 −
nx√

n2
x + n2

z

⎤⎥⎥⎥⎥⎥⎥⎦ , (15)

respectively, for interface point (xΓ , yj, zk) and (xi, yj, zΓ ).

2.2.2. Tensor product decomposition of jump conditions
After the local ξηζ -coordinate system at the interface point IPY is obtained, one can differentiate the zeroth order jump

condition [u] = φ in (2) along the two tangential directions (η and ζ ) to obtain two additional jump conditions

[uη] = φη, and [uζ ] = φζ . (16)

Note that the known jump conditions (2) and (16) are in normal and tangential directions, and cannot be applied in a 1D
manner in the ADI algorithm, because they are not along the x-, y- or z-axis.

The desired Cartesian jump conditions, i.e., [αux], [αuy] and [αuz], can be obtained through coordinate transformation,(
ψx
ψy
ψz

)
:=

(
[αux]

[αuy]

[αuz]

)
= P−1

(
[αuξ ]
[αuη]
[αuζ ]

)
, (17)

where [αuξ ] = ψ is known in (2), while [αuη] and [αuζ ] are unknown. Notice that the transformation matrix P is singular
only when the tangential plane is parallel to one of xy-, xz-, or yz- plane. In such a case, the flux jump condition [αuξ ] = ψ
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Fig. 2. Tangential derivative approximation andMIB interface treatment. (a) The tangential derivative at the interface point (purple square) is approximated
through two auxiliary points (purple rectangles). Each auxiliary value will be extrapolated by three supporting nodes from the same side (positive or
negative). An optimization procedure is designed to automatically select either positive or negative side for approximating tangential derivatives. The MIB
1D jump condition enforcement is also illustrated, which involves four nodes (black filled circles) and two fictitious nodes (red open circles). (b) In a corner
MIB treatment of 1D jump conditions, five nodes (black filled circles) and three fictitious nodes (red open circles) are involved. Here two interface points
(xi, yΓ 1, zk) and (xi, yΓ 2, zk) are the intersection points of Γ with two dashed lines. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

is simply the desired 1D jump condition in z, y or x direction. Besides this degenerate case, P−1 in (17) always exists and can
be calculated either analytically or numerically.

The unknown jumps of [αuη] and [αuζ ] can be calculated with the aid of (16)

[αuη] = α+φη + (α+
− α−)u−

η or [αuη] = α−φη + (α+
− α−)u+

η , (18)

[αuζ ] = α+φζ + (α+
− α−)u−

ζ or [αuζ ] = α−φζ + (α+
− α−)u+

ζ . (19)

Computationally, we will approximate two tangential derivatives uη and uζ , in either+ or− side, for determining [αuη] and
[αuζ ] numerically. Once [αuη] and [αuζ ] are obtained, they are coupled with [αuξ ] = ψ to deliver 1D jump conditions in
Cartesian directions: [αux] = ψx, [αuy] = ψy, and [αuz] = ψz . Thus, the key in the tensor product decomposition of 3D
jump conditions is how to approximate two tangential derivatives accurately.

2.2.3. Tangential derivative approximations
A new algorithm is proposed in this paper to approximate tangential derivatives, which is novel in two folds. First, since

each of the non-orthogonal tangential directions is contained in a 2D Cartesian grid plane, the tangential derivatives can be
computed in a 2D manner. If the orthogonal tangential directions are adopted as in the classical MIB 3D scheme [27], one
tangential derivative has to be calculated as a 3D problem. Obviously, the present algorithm is simpler. Second, information
from both positive and negative sides will be employed for calculating tangential derivatives, while in our previous 2D
matched ADI methods [21,26], the tangential derivatives are calculated only from the positive side. In 3D, the interface Γ
becomes geometrically more complicated, so that a more robust algorithm has to be developed in this work.

We illustrate the proposed algorithm by considering uζ at the interface point (xi, yΓ , zk), and uη can be treated similarly.
Since the ζ direction is contained in a plane z = zk, all involved points are in this plane. Thus, the numerical scheme can be
shown in a x–y coordinate, see Fig. 2(a). Here we assume yj−1 ≤ yΓ ≤ yj and denote the interface point (and other points)
simply as (xi, yΓ ) by dropping z = zk. If Γ is locally convex with respect toΩ−, the approximation of u+

ζ by nearby on-grid
values from the outer domainΩ+ produces a better precision, while for a local concave curve, it is better to approximate u−

ζ

fromΩ−. For a situation shown in Fig. 2(a) where the interface Γ has an inflection, an optimization procedure is designed
to select a better approximation from either + or − side. In fact, we apply the same optimization procedure for all interface
points so that one can automatically select u+

ζ or u−

ζ based on the local geometry.
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In our algorithm, the auxiliary and supporting nodes for approximating u+

ζ and u−

ζ are first determined. As shown in
Fig. 2(a), the interface point (xi, yΓ ) ismarkedwith a purple square. Two auxiliary points (xi−1, yΓ−1) and (xi+1, yΓ+1) (purple
rectangles in Fig. 2(a)) along the ζ line are chosen to form a central difference approximation for the uζ

u±

ζ (xi, yΓ ) ≈
u±(xi+1, yΓ+1) − u±(xi−1, yΓ−1)

21ζ
, (20)

where1ζ is the distance between (xi, yΓ ) and (xi−1, yΓ−1). The auxiliary values will be interpolated/extrapolated by using
supporting nodal values from the same side. Referring to Fig. 2(a), u+(xi+1, yΓ+1) and u+(xi−1, yΓ−1) will be extrapolated by
six supporting nodes below Γ (blue circles), while u−(xi+1, yΓ+1) and u−(xi−1, yΓ−1) are approximated by six supporting
nodes above Γ (orange circles). The selection of u+

ζ or u−

ζ is according to the total distance between supporting nodes and
auxiliary nodes. For Fig. 2(a), we define

d+
=

4∑
J=2

|yΓ+1 − yj−J | +

2∑
J=0

|yΓ−1 − yj−J |, (21)

d−
=

1∑
J=−1

|yΓ+1 − yj+J | +

3∑
J=1

|yΓ−1 − yj+J |. (22)

If d+ > d−, we calculate u−

ζ by using (20) from the negative side. Otherwise, we approximate u+

ζ by using (20) from the
positive side. Then the auxiliary values are extrapolated by six supporting values.

The time interference is a subtle issue in this process. Note that at this stage of approximation, function values at the
future time t = tm+1 are unknown. So, we can only use the known function values at the current time step t = tm for the
six supporting nodes. Consequently, the calculated tangential derivatives are held at tm, and we denote them as (u−

ζ )
m and

(u+

ζ )
m. However, the finite difference correction (8) is intended to be conducted at tm+1. Hence, in (17), (18), and (19), we

specify analytically known jumps at tm+1, i.e., ψm+1, φm+1
η , and φm+1

ζ , for a better accuracy. Mathematically, the calculated
jumps ψx, ψy, and ψz can be expressed as a linear combination of some supporting nodal values at tm, and ψm+1, φm+1

η , and
φm+1
ζ at tm+1. With hybrid contributions from two time levels, the Cartesian jump values ψx, ψy, and φz mainly depend on

the supporting function values at tm. Thus, wewill denote them asψm
x ,ψm

y , andψm
z . This finishes the first stage of the spatial

discretization of the matched ADI method.

2.2.4. 1D jump conditions enforcement
In the second stage of the matched ADI method, we impose the decomposed 1D jump conditions

[u] = φm+1, [αux] = ψm
x , [αuy] = ψm

y , [αuz] = ψm
z , (23)

to correct the finite difference operators δxx, δyy and δzz in (8) by using the MIB scheme [27–30]. We will also only consider
δyy here for simplicity. For two irregular points, δyy at time step tm+1 is modified to be

δyyum+1
i,j,k :=

1
1y2

(ũm+1
i,j−1,k − 2um+1

i,j,k + um+1
i,j+1,k), inΩ−

δyyum+1
i,j−1,k :=

1
1y2

(um+1
i,j−2,k − 2um+1

i,j−1,k + ũm+1
i,j,k ), inΩ+ (24)

where ũm+1
i,j−1,k and ũm+1

i,j,k are two fictitious values at nodes (xi, yj−1, zk) and (xi, yj, zk), respectively, as shown in Fig. 2(a). These
two fictitious values ũm+1

i,j−1,k and ũm+1
i,j,k are determined by discretizing two jump conditions in (23).

ω+

0,1u
m+1
i,j−2,k + ω+

0,2u
m+1
i,j−1,k + ω+

0,3ũ
m+1
i,j,k = ω−

0,1ũ
m+1
i,j−1,k + ω−

0,2u
m+1
i,j,k + ω−

0,3u
m+1
i,j+1,k + φm+1, (25)

α+(ω+

1,1u
m+1
i,j−2,k + ω+

1,2u
m+1
i,j−1,k + ω+

1,3ũ
m+1
i,j,k ) = α−(ω−

1,1ũ
m+1
i,j−1,k + ω−

1,2u
m+1
i,j,k + ω−

1,3u
m+1
i,j+1,k) + ψm

y , (26)

where ω+

i,j and ω
−

i,j are finite different weights [31] for interface surrounding nodes from outer domainΩ+ or inner domain
Ω−. The subscript i represents the interpolation when i = 0 and first order approximation when i = 1, and the subscript j
represents the indices of related grid nodes. Solving (25) and (26) allows ũm+1

i,j−1,k and ũm+1
i,j,k to bewritten as linear combinations

of um+1
i,j−2,k, u

m+1
i,j−1,k, u

m+1
i,j,k , um+1

i,j+1,k, and two jump values φm+1 and ψm
y . By substituting ũm+1

i,j−1,k and ũm+1
i,j,k into (24), δyyum+1

i,j,k and
δyyum+1

i,j−1,k are represented by four surrounding on-grid values at tm+1, i.e., um+1
i,j−2,k, u

m+1
i,j−1,k, u

m+1
i,j,k , um+1

i,j+1,k, four jump values at
tm+1, i.e., φm+1, ψm+1, φm+1

η , and φm+1
ζ , six values at nodes on plane z = zk at tm, and six values at nodes on plane x = xi at

tm.
It is possible that the interface Γ changes rapidly and cuts one grid line twice within a short distance. If there are at least

two grid nodes in between these two intersection points, the above mentioned approximation can be conducted. When
there is only one node (it is called a corner point), a MIB corner treatment has to be adopted. For instance, in Fig. 2(b), a
corner treatment is needed for (xi−1, yj, zk) and (xi, yj, zk) along y direction, while the usual MIB scheme can be used for
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other irregular points inΩ−. Since the present jump condition enforcement is of 1D nature, the corner treatment developed
in our previous 2D matched ADI method [26] can be simply utilized for 3D problems. Essentially, we need to enforce jump
conditions at two interface points simultaneously. We omit the details but briefly describe the idea here by considering
(xi, yj, zk) in Fig. 2(b). At this corner point, three fictitious values, ũm+1

i,j−1,k, ũ
m+1
i,j,k and ũm+1

i,j+1,k, are calculated together with one
additional fictitious value, either ũm+1

i,j−2,k or ũ
m+1
i,j+2,k depending on which node is closer, in order to maintain the convergence

rate. The four fictitious values are solved by a system of four equations, built from imposing the jump conditions at the
interface points on both sides of the corner point, following similar formulation as in (25)–(26). By substituting fictitious
values into (24), δyyum+1

i,j,k is represented by five surrounding on-grid values at tm+1, i.e., um+1
i,j−2,k, u

m+1
i,j−1,k, u

m+1
i,j,k , um+1

i,j+1,k and
um+1
i,j+2,k, eight jump values at tm+1, i.e., φm+1, ψm+1, φm+1

η , and φm+1
ζ at two interface points (xi, yΓ 1, zk) and (xi, yΓ 2, zk), and

a total of 24 supporting nodal values at tm. This finishes the second stage of the spatial discretization of the matched ADI
method. In this entire process, a spatially second order of accuracy is guaranteed throughout the domain.

Symbolically, the aforementioned MIB corrections of the finite difference operators δxx, δyy, and δzz can be expressed as
[21,26]

δxxum+1
i,j,k = Dxxum+1

i,j,k + Bxum
i,j,k +Φm+1

x , (27)

δyyum+1
i,j,k = Dyyum+1

i,j,k + Byum
i,j,k +Φm+1

y , (28)

δzzum+1
i,j,k = Dzzum+1

i,j,k + Bzum
i,j,k +Φm+1

z , (29)

where Dxx, Dyy, and Dzz are perturbed operators which have a band-width 4 for a usual irregular node, and a band-width 5
for a corner node. The operators Bx, By, and Bz are due to tangential derivative approximations, which have a band-width 12
for a usual irregular node, and a band-width 24 for a corner node. The jump termsΦm+1

x ,Φm+1
y , andΦm+1

z are the sums of 4
and 8 jump values, respectively, for a usual irregular node and corner node.

2.3. A new ADI method with less perturbation terms

Because theMIB corrected finite difference operators in (27)–(29) involve two time levels tm and tm+1, a direct application
of them to approximate derivatives in the standard ADI scheme (4) is questionable. In particular, the intermediate functions
u∗ and u∗∗ are at unknown fractional time instants between tm and tm+1, so that one does not know how to specify a time
for them. One possible choice here is to use tm+1 for approximating derivatives of u∗ and u∗∗ in (4), while derivatives of um

on the right hand sides of (4) are evaluated at tm. As a consequence, when one eliminates the intermediate functions u∗ and
u∗∗, similar to (6) and (7) in the semi-discretized form, the difference between such an ADI scheme and the implicit Euler
scheme involves many perturbation terms.

To overcome the aforementioned difficulty, we propose a new ADI method which minimizes the number perturbation
terms when comparing it with the implicit Euler scheme. Our idea is to apply the finite difference operators (27)–(29) to the
implicit Euler scheme (5), which then can be rewritten as

um+1
i,j,k − um

i,j,k

α1t
= Dxxum+1

i,j,k + Dyyum+1
i,j,k + Dzzum+1

i,j,k + Fm+1
i,j,k , (30)

where Fm+1
i,j,k = (Bx + By + Bz)um

i,j,k + Φm+1
x + Φm+1

y + Φm+1
z +

1
α
f m+1
i,j,k . The Douglas–Rachford ADI method for the implicit

Euler scheme (30) is simply given as(
1
α

−1tDxx

)
u∗

i,j,k =

(
1
α

+1t(Dyy + Dzz)
)
um
i,j,k +1tFm+1

i,j,k ,(
1
α

−1tDyy

)
u∗∗

i,j,k =
1
α
u∗

i,j,k −1tDyyum
i,j,k, (31)(

1
α

−1tDzz

)
um+1
i,j,k =

1
α
u∗∗

i,j,k −1tDzzum
i,j,k.

Similarly, we can show the difference between such an ADI and the implicit Euler schemes is

− α21t2(DxxDyy + DxxDzz + DyyDzz)(um+1
i,j,k − um

i,j,k) + α31t3DxxDyyDzz(um+1
i,j,k − um

i,j,k), (32)

which is in consistent with the semi-discretized form. The temporal order of the proposed ADI scheme is obviously one,
i.e., O(1t).

In our computations, the boundary conditions for u∗ and u∗∗ in (31) are assumed to be the same as um+1, i.e., at time step
t = tm+1. We note that the matrix coefficients of Dxx, Dyy, Dzz , Bx, By, and Bz only require to be calculated once before the
time evolution, because these spatial discretization coefficients only depend on interface geometry and grid nodes, which
are time invariant. Then, these sparse coefficients and their column and row indices are stored and reused in each time step,
without toomuch computational overhead. Algebraically, the corrected operators Dxx, Dyy, and Dzz are perturbed tridiagonal
matrices with only a few rows having a band-width four (usual irregular node) or five (corner node). A fast algorithm has
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been developed in [26] to invert such matrices efficiently at each time step, in which these systems are first converted
to tridiagonal ones by row-eliminations and solved by the Thomas algorithm [20]. Taking the advantage of the Thomas
algorithm, the proposed 3D matched ADI method has a computational cost of order O(N) for each time step, where N is the
total spatial degree of freedom.

Neglecting the perturbation terms (32), the stability of the ADI scheme (31) is essentially governed by that of the implicit
Euler scheme (30). Denote Um a vector of dimension N containing all u values at the time tm. One can rewrite the implicit
Euler scheme (30) into the matrix form

DUm+1
= BUm

+ C, (33)

where D and B are matrices of dimension N ×N , and C is a vector of dimension N . Note that B is due to the approximation of
tangential derivatives by some function values of u at time tm. The sparse elements of B are distributed in a rather random
fashion—their locations depend on the interface geometry and grid size. Generally speaking, a von Neumann type stability
analysis is infeasible. Alternatively, the stability analysis of the proposed ADI scheme can be conducted as in [26], through
numerically verifying whether the spectral radius of the magnifying matrix D−1B is not greater than one. However, since N
is a very large number for 3D problems, the eigenvalue computation is time consuming, and is thus skipped in the present
study. Instead, the stability of the 3D matched ADI scheme is numerically examined in next section.

3. Numerical experiments

In this section, we examine both temporal and spatial convergence rates of the proposed 3Dmatched ADI algorithmwith
various interface shapes and jump conditions. The code is written in C++with the aid of objected oriented programming. The
data structure ‘‘vector’’ in C++ STL is selected to perform the linked-list feature. With such a new data structure, the grid line
can cross the interface many times without restriction, while in our previous 2Dmatched ADI methods [21,26], it allowed to
cross at most twice. The present data structure enables us to treat more complicated geometry in 3D. Reported CPU time is
recorded on the master node of SGI Ultraviolet in Alabama Supercomputer Center (https://www.asc.edu/hpc/services/hpc-
services) with a single Xeon E5-4640 CPU core operating at 2.4 GHz clock speed.

In all examples, a piecewisely defined analytical solution u(x, y, z) is constructed so that both the initial condition at time
t = 0 and Dirichlet boundary conditions on the boundary of a cubic computational domain Ω can be obtained from the
constructed analytical solution directly. Unless specified individually, the integration will be carried out until a stopping
time t = 1 and the diffusion coefficients are selected as α−

= 1 and α+
= 10. The domain size is chosen as a non-integer

so that one can avoid the situation, in which the interface intersects the Cartesian grid lines through one grid node, because
such a situation rarely happens for a complex geometry in practice. Moreover, by taking the domain size very close to an
integer, such as 1.99, the corner interface case could be encountered in a coarse mesh. This enables us to fully validate the
proposed matched ADI algorithm.

The numerical performance of the proposed matched MIB scheme is measured by two error measurements, L∞ and L2
norms, which are defined as

L∞ = max
i,j,k

| u(xi, yj, zk) − uh(xi, yj, zk) |, (34)

L2 =

√∑
i,j,k(u(xi, yj, zk) − uh(xi, yj, zk))2

Nx ∗ Ny ∗ Nz
(35)

where uh(xi, yj, zk) is the numerical solution, and Nx, Ny and Nz represent the numbers of grid nodes on x, y and z directions.
The order of convergence for both L2 and L∞ is reported in all tested cases. For the surface solution and errormaps, the values
on the interface points are mapped by the closest grid node from exterior subdomainΩ+, and the numbers of mesh grid are
chosen to be large so that the exterior value of the surface will be extremely close to its closest outside nodal value.

Example 1. The first example has a simple smooth ellipsoid surface, which is defined as the zero level set of

S(x, y, z) =
x2

4
+ y2 + z2 − 1. (36)

This interface is regular and convex so that each grid line cuts the interface at most twice. The analytical solution to Eq. (1)
is constructed to be

u(x, y, z, t) =

{
10e−x2e−y2e−z2

− et−a, inΩ−

5e−x2e−y2e−z2
+ et−a, inΩ+

(37)

with a = 2. The source term is

f (x, y, z, t) =

{
−10α−(−6 + 4(x2 + y2 + z2))e−x2e−y2e−z2

− et−a, inΩ−

−5α+(−6 + 4(x2 + y2 + z2))e−x2e−y2e−z2
+ et−a. inΩ+,

(38)

so that the zeroth order jump condition on the interface is time-dependent, while the first order jump condition is time-
independent. The computational domain is fixed to be [−3.99, 3.99] × [−1.99, 1.99] × [−1.99, 1.99].

https://www.asc.edu/hpc/services/hpc-services
https://www.asc.edu/hpc/services/hpc-services
https://www.asc.edu/hpc/services/hpc-services
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Table 1
Spatial convergence for ellipsoid surface.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 1.507e−01 2.016e−02
[40, 40, 40] 4.521e−02 1.74 4.324e−03 2.22
[80, 80, 80] 9.833e−03 2.20 1.288e−03 1.75
[160, 160, 160] 2.187e−03 2.17 3.743e−04 1.78

Fig. 3. Temporal convergence for ellipsoid surface.

Fig. 4. Color maps for ellipsoid surface. (a) numerical solution; (b) numerical error. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

The proposed matched ADI algorithm is stable and convergent for all tested combinations of h and 1t . In order to
demonstrate the spatial convergence rate,1t = 10−4 is set to be small. Numerical results obtained by varying the number
of grids per direction are demonstrated in Table 1, and it is obvious that the spatial convergence rate is close to 2 for both
L∞ and L2 norms.

The next set of tests is performed with a dense space mesh [Nx,Ny,Nz] = [160, 160, 160], and various time steps. The
results are depicted in Fig. 3 with dashed lines. One can observe that the convergence is not evident for1t > 10−2, probably
because of the relatively large errors in approximating tangential derivatives for a large 1t . Once the convergence starts
at 1t = 10−2, the rate is pretty high. To see this, a least-squares fitting [32] is conducted in the log–log scale to analyze
the temporal convergence rate, which is demonstrated by the solid lines in Fig. 3. Their slopes shown in the legend of Fig. 3
represent the temporal convergence rate of the scheme. It shows that both solid lines for L2 and L∞ errors have slopes about
40% higher than their theoretical orders (one).

The color maps of numerical solutions and errors of Example 1 are depicted in Fig. 4 for [Nx,Ny,Nz] = [160, 160, 160]
and 1t = 10−4. It is found that large errors occur in the places where the solutions have large magnitudes. This is natural
due to the simple shape of the ellipsoid surface.



Z. Wei et al. / Computers and Mathematics with Applications 75 (2018) 2173–2192 2183

Fig. 5. Temporal convergence for cylinder surface with α−
= 1 and α+

= 10.

Table 2
Spatial convergence for cylinder surface with α−

= 1 and α+
= 10.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 4.548e−01 2.262e−02
[40, 40, 40] 1.215e−01 1.90 5.122e−03 2.14
[80, 80, 80] 3.020e−02 2.00 1.227e−03 2.06
[160, 160, 160] 7.491e−03 2.11 3.035e−04 2.02

Table 3
Spatial convergence for cylinder surface with α−

= 10 and α+
= 1.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 5.271e−01 3.802e−02
[40, 40, 40] 1.074e−01 2.30 7.891e−03 2.27
[80, 80, 80] 2.571e−02 2.06 2.388e−03 1.72
[160, 160, 160] 6.788e−03 1.92 4.558e−04 2.39

Example 2. The second example has a simple cylinder surface, which is defined as an implicit function

x2

4
+

y2

4
= 1, −3 ⩽ z ⩽ 3. (39)

In two-dimensional views, this interface is either a rectangle or a circle. The same analytical solution (37) and source term
(38) with a = 1 as in Example 1 are studied. The computational domain is fixed to be [−3.99, 3.99] × [−3.99, 3.99] ×

[−3.99, 3.99].

We are interested in studying different combinations of diffusion coefficients from this example. Besides the usual
combination with (α−, α+) = (1, 10), two more cases with (α−, α+) = (10, 1) and (α−, α+) = (1, 100) are examined.
The 3D matched ADI method is found to be stable for all the tested h and 1t for these three pairs of diffusion coefficients.
From Tables 2–4, to avoid the influence of temporal numerical errors, a small fixed time increment 1t = 10−4 is adopted
for all spatial convergence tests. The results of all three tables indicate that both L2 and L∞ errors achieve second order
convergence rate regardless the diffusion coefficient’s combinations. By fixing the number of grids in each direction to be
160, the temporal convergence is investigated by the least-square fitting analysis in Figs. 5–7. It is clear that L2 and L∞ errors
yield a similar behavior, and both converge at a rate slightly higher than first order.

Example 3. The third example studies the impact of the curvature of the interface on the proposed numerical scheme. To
this end, a smooth molecular surface of two atoms is constructed by the zero level set of

S(x, y, z) =

(
x2 + y2 + z2 +

3
5

)2

−
7
2
y2 −

3
5

(40)

within a cubic computational domainΩ of dimension [−1.99, 1.99]×[−2.99, 2.99]×[−1.99, 1.99], as shown in Fig. 8. The
concave region which connects the two atoms makes it impossible to derive the jump conditions [αuη] and [αuζ ] without



2184 Z. Wei et al. / Computers and Mathematics with Applications 75 (2018) 2173–2192

Fig. 6. Temporal convergence for cylinder surface with α−
= 10 and α+

= 1.

Fig. 7. Temporal convergence for cylinder surface with α−
= 1 and α+

= 100.

Table 4
Spatial convergence for cylinder surface with α−

= 1 and α+
= 100.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 4.562e−01 2.275e−02
[40, 40, 40] 1.224e−01 1.90 5.241e−03 2.12
[80, 80, 80] 3.038e−02 2.01 1.243e−03 2.08
[160, 160, 160] 7.525e−03 2.01 3.058e−04 2.02

Table 5
Spatial convergence for molecular surface.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 2.135e−01 2.140e−02
[40, 40, 40] 4.341e−02 2.30 3.833e−03 2.48
[80, 80, 80] 1.128e−02 1.94 1.143e−03 1.75
[160, 160, 160] 2.645e−03 2.09 2.503e−04 2.19

approximating the tangential derivatives uη and uζ in both outer and inner domains (Ω+ andΩ−) simultaneously. The same
analytical solution (37) and source term (38) with a = 1 are used.

Once again, the proposedmatched ADImethod is stable and converges for all tested h and1t . To demonstrate the results,
1t = 10−4 is fixed for spatial convergence tests and the results are shown in Table 5. The results clearly conclude that the
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Fig. 8. Color maps for molecular surface. (a) Numerical solution; (b) numerical error. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 9. Temporal convergence for molecular surface.

spatial convergence rate is two. The results obtained for the temporal convergence test by fixing the number of grids per
direction to be 160 are shown in Fig. 9, together with the results of lease-squares error analysis. In this case, both L∞ and L2
errors decrease in a similar manner. Although it is not very uniform for all1t ’s, the overall order of thematched ADImethod
is still higher than one for both error measurements. The color map of numerical solutions and errors are illustrated in Fig. 8
for [Nx,Ny,Nz] = [160, 160, 160] and1t = 10−4. The error distribution pattern is almost the same as that of the solution.

To appreciate the numerical difficulty of the present parabolic interface problem, the slice plots of the matched ADI
solutions at the cross section z = 0 are depicted in Fig. 10. For this purpose, we take [Nx,Ny,Nz] = [161, 161, 161] and carry
out the integration from t = 0 to t = 2 with1t = 10−3. As shown in Fig. 10, a strong jump discontinuity is developed in the
solution as time increases. To view the hidden solution in the other side, the corresponding contour plots are shown in Fig. 11.
Without plotting the interface Γ explicitly, these contour lines clearly show the location of Γ . Even though the solution
pattern inside Γ is unchanged, the contrast of the solutions inside and outside Γ is variant. A strong jump discontinuity can
also be sensed in the contour plot at time t = 2, because the contour lines now undergo a fast and sharp change near the
interface.

Example 4. This example examines the performance of the proposed method on fully time-dependent jump conditions. To
this end, we consider a smooth torus, which is given as the zero level set of

S(x, y, z) =

(
3
2

−

√
x2 + y2

)2

+ z2 −
49
100

(41)

in a computational domain of dimension [−3.99, 3.99]×[−3.99, 3.99]×[−3.99, 3.99]. The analytical solution is constructed
in the form of

u(x, y, z, t) =

{
cos(ax) sin(ay) cos(az) cos(t) − 1, inΩ−

sin(ax) cos(ay) sin(az) cos(t) + 1, inΩ+ (42)

so that a = 2 yields a periodic solution with a period of π . The source term is given by

f (x, y, z, t) =

{
(3α−a2 cos(t) − sin(t)) cos(ax) sin(ay) cos(az) inΩ−

(3α+a2 cos(t) − sin(t)) sin(ax) cos(ay) sin(az) inΩ+.
(43)
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Fig. 10. Slice plots of the numerical solutions on z = 0 plane in Example 3.

Fig. 11. Contour plots of the numerical solutions on z = 0 plane in Example 3. (a) t = 0.5; (b) t = 1; (c) t = 1.5; (d) t = 2.

In this example, the interface jump conditions are time-and-space dependent, which represents the most general physical
jump conditions for parabolic interface problems.
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Table 6
Spatial convergence for torus surface.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 2.774e−01 1.908e−02
[40, 40, 40] 3.803e−02 2.87 2.767e−03 2.79
[80, 80, 80] 1.146e−02 1.73 6.554e−04 2.08
[160, 160, 160] 8.254e−03 0.47 1.602e−04 2.03

Fig. 12. Temporal convergence for torus surface.

Fig. 13. Color maps for torus surface. (a) Numerical solution; (b) numerical error. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

The 3D matched ADI method is stable for this example, and the results obtained by the spatial convergence tests are
presented in Table 6. It can be observed that the convergence rate in the L2 norm is still two. However, the L∞ convergence
becomes a little deteriorated in this example, especially for the last entry, even though the overall rate is still about 1.6. The
temporal tests are shown in Fig. 12 which reveals a similar pattern, i.e., the L2 order is similar to the previous examples,
while the L∞ rate is affected somehow. For more detailed insights, the color maps are demonstrated in Fig. 13. We can see
that the error distribution pattern is quite random in this example, which means that some large errors occur on or near
the interface Γ , even when the solution or its gradient is not large. The L∞ convergence patterns shall be related to such an
irregular error distribution.

Example 5. This example deals with a complicated topological shape of a tanglecube, defined as the zero level set of

S(x, y, z) = x4 − 5x2 + y4 − 5y2 + z4 − 5z2 + 10 (44)

embedded in a domain of dimension [−3.99, 3.99] × [−3.99, 3.99] × [−4.99, 4.99]. The tanglecube surface has several
convex and concave regions which pose great challenges for the tangential derivative approximations. The previous
analytical solution (42) is reused with a different coefficient a = 1 so that all jump conditions are still time dependent.
For this example, one grid line will cut the interface in zero, two or four times.
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Table 7
Spatial convergence for tanglecube surface.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 2.394e−01 1.743e−02
[40, 40, 40] 6.940e−02 1.79 4.890e−03 1.83
[80, 80, 80] 2.162e−03 5.00 2.688e−04 4.19
[160, 160, 160] 1.112e−03 0.96 7.762e−05 1.79

Fig. 14. Temporal convergence for tanglecube surface.

Fig. 15. Color maps for tanglecube surface. (a) Numerical solution; (b) numerical error. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

The matched ADI method is stable for this example. Similar spatial and temporal tests are repeated and the results are
shown in Table 7 and Fig. 14, respectively, together with the color maps shown in Fig. 15. Even though the convergence is
not uniform, the averaged spatial convergence rates in both error norms are above two. The temporal convergence rate is
similar to what obtained in previous examples. Moreover, the color maps show that the maximum errors occur not only in
the regions where the solution achieves maximum values, but also in the regions where the largest jumps take place across
the interface.

We also examine the efficiency of the 3D matched ADI method for this example in two aspects, CPU time and memory
usage. For the CPU time, the complexity of the proposed method is on the order of O(N) with N = Nx ∗ Ny ∗ Nz per time
step. In Fig. 16(a), the CPU time is plotted against N for evolving 1000 time steps. The mesh grid per direction is chosen from
20 to 220 with an increment of 10. Computationally, the total number of interface points which require special interface
treatments is different for differentmesh sizes. However, the interface treatments are conducted only on irregular nodes near
the surface. Moreover, they need to be done only once before the time integration. Thus, the CPU time shown in Fig. 16(a)
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Fig. 16. CPU time and memory usage of tanglecube (a) CPU time; (b) memory usage.

Table 8
Spatial convergence for heart surface.

[Nx,Ny,Nz ] L∞ L2
Error Order Error Order

[20, 20, 20] 1.456e−01 3.560e−02
[40, 40, 40] 4.490e−02 1.70 8.364e−03 2.09
[80, 80, 80] 2.158e−02 1.06 2.073e−03 2.01
[160, 160, 160] 5.701e−03 1.92 5.186e−04 2.00

is still dominated by the 3D ADI computation, not the MIB interface treatments. Consequently, the execution time scales
linearly against N in Fig. 16(a). A least-square fitting in log–log scale is conducted with a slope r = 0.824. On the other hand,
thememory usagemainly consists of twoparts, the structurewhich stores the interface informations and the sparsematrices
for computation at each time step. Obviously, the denser the mesh is, the more interface locations need to be constructed.
Moreover, all discretization matrices are perturbed tridiagonal ones. We only need to store the non-zero elements of these
sparse matrices in our computation. Accordingly, the overall storage for both interface locations and ADI matrices increases
linearlywith respect to the degree of freedomN , as shown in Fig. 16(b)with slope r = 0.868. The present study demonstrates
that the ADI method is an extremely efficient non-iterative algebraic solver for parabolic problems.

Example 6. The last example considers a heart-shaped interface, which is the zero level set of

S(x, y, z) =

(
x2 +

9
4
y2 + z2 − 1

)3

− x2z3 −
9
80

y2z3 (45)

embedded in the domain of dimension [−3.99, 3.99]×[−1.99, 1.99]×[−3.99, 3.99]. The analytical solution is constructed
by the formula

u(x, y, z, t) =

{
(cos(ax) + sin(ay) + cos(az)) sin(t), inΩ−

(sin(ax) + cos(ay) + sin(az)) sin(t), inΩ+ (46)

where a = 2 in this example. The source term is given by

f (x, y, z, t) =

{
α−a2(cos(ax) + sin(ay) + cos(az)) sin(t) + (cos(ax) + sin(ay) + cos(az)) cos(t), inΩ−

α+a2(sin(ax) + cos(ay) + sin(az)) sin(t) + (sin(ax) + cos(ay) + sin(az)) cos(t). inΩ+ (47)

The significance of this example is that its interface has two singularities, one on the top and the other at the bottom,
as shown in Fig. 17. The singularities have not been considered in previous examples, and it is of great interest to see how
well the proposed matched ADI scheme performs on this example. Due to the proper corner treatment, it is found that the
singularities on the interface have little impact on the spatial convergence rate, as shown in Table 8. The spatial convergence
rate is close to 2 in the L2 norm, and is slightly reduced for the L∞ norm. The temporal convergence test in Fig. 18 indicates
that the temporal order is still higher than one.

The CPU time and memory usage for this example are reported in Fig. 19, with the same setting as in Example 5. Again
both of them are found to be linearly scaled with slope rates r = 0.934 and r = 0.925, respectively. The 3D matched ADI
method is founded to be stable for the present example with singularities, which is demonstrated in Fig. 20. By considering
a very large time step 1t = 10, we calculate Nx = Ny = Nz = 20, 40, 80, 160 in each direction and choose the stopping
time varying from 103 to 105. It can be seen that the errors do not grow with respect to the time for all mesh sizes. Great
stability has been observed in all tested cases.



2190 Z. Wei et al. / Computers and Mathematics with Applications 75 (2018) 2173–2192

Fig. 17. Color maps for heart surface. (a) Numerical solution; (b) numerical error. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 18. Temporal convergence for heart surface.

Fig. 19. CPU time and memory usage of heart (a) CPU time; (b) memory usage.

4. Conclusion

In this work, we propose a novel matched ADI method for solving 3D parabolic interface problems with discontinuous
diffusion coefficient and complex interfaces. The newly developed scheme inherits the merits of its ancestor for solving 2D
interface problems, while possesses unique features, such as the non-orthogonal local coordinate system for decoupling the
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Fig. 20. Stability test for the heart surface in Example 6.

jump conditions, two-side estimation of tangential derivative at the interface point, and the capability of handling arbitrary
many interface points on one grid line, for solving more challenging 3D problems. Moreover, a new Douglas–Rachford ADI
scheme is designed, which minimizes the perturbation terms, compared with the implicit Euler scheme, and is of first order
in time.

The proposed method is found to be convergent and stable for various complex-shaped interfaces and time-and-space
dependent jump conditions in the numerical experiments. Being highly accurate and efficient, this newADImethod provides
a very promising numerical algorithm for solving 3D parabolic PDEs. In terms of accuracy, the matched ADI method yields
the spatially second order of accuracy for all tested interface problems. Due to strong stability, a large time increment can
be used in the ADI method for an efficient time integration. Moreover, in each time step, the ADI method provides an exact
or non-iterative algebraic solver whose complexity scales linearly with respect to the spatial degree of freedom. Therefore,
the matched ADI method is definitely one of the fastest implicit algorithms for solving 3D parabolic interface problems.

Our plan of the next stage is to further improve its convergence rate in time and apply it to more complicated problems.
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